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Abstract: The stochastic games with unit transition time and final sequence of states were 

previously investigated and an efficient algorithm for determining the game duration was 

developed. The purpose of this paper is to generalize this problem for the case when the transition 

costs are real and to elaborate a method for determining the expectation of the game outcome. 
The elaborated approach is based on extended network method, that allows us to reduce the real 

transition costs case to unit transition time case. 
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1. PROBLEM FORMULATION 

 

Let L  be a stochastic system with finite set of states V , 
 V . The system L  

starts its evolution from the state Vv  with probability )(* vp , Vv . Also, at every 

step t , the system L  passes from the state Vu  to the state Vv  with probability 

),( vup  and real transition cost ),( vuc , that do not depend on t . 

We assume that a sequence of states ),,,( 21 mxxxX   is given and the system L  

stops transitions as soon as the states mxxx ,,, 21   are reached consecutively in given order. 

We denote by C  the evolution outcome of the system L , i.e. 







Evu

vucC
),(

),( , where 

E  is the set of transitions that compose the evolution of the given system L . 

The system L  represents a Markov process with set of states V , initial distribution of 

the states 
 Vvvpp  ))(( ** , probability transition matrix 

 Vvuvupp  ,)),((  and real 

transition cost matrix 
 Vvuvucc  ,)),(( . One more thing that is specific to the system L  

is the property to have a stopping rule, represented by final sequence of states X . 

Several interpretations of these extended Markov processes were analyzed in [1], [6] and 

[7]. Also, polynomial algorithms for determining the main probabilistic characteristics of the 

evolution outcome of the given stochastic system L  were proposed. 

Next, the following game  , that represents a generalization of the games defined in [2] 

and [3], is considered. Initially, each player l , 1,0  rl , defines his stationary strategy, 

represented by one transition matrix 
 Vvu

ll vupp  ,

)()( )),(( , 1,0  rl . The initial 

distribution of the states is 
 Vvvpp  ))(( ** . The game is started by first player 0 .  
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At every moment of time, the system L  passes consecutively to the next state according 

to the strategy of the current player. After the last player 1r , the first player 0  acts on the 

system evolution and the game continues in this way until the given final sequence of states 

X  is achieved. The winner is the player who acts the last on the system evolution. 

Our goal is to study the game outcome C , knowing the initial distribution of the states 

 Vvvpp  ))(( ** , the real cost transition matrix 
 Vvuvucc  ,)),(( , the stationary strategy 

 Vvu

ll vupp  ,

)()( )),((  of each player l , 1,0  rl  and the final sequence of states X  of 

the system L . We will show how this problem can be reduced to the unit transition costs 

case using extended network method and how to find the win probabilities of the players. 

 

2. TRANSITION COSTS DISCRETIZATION 

 

2.1 Reduction to the positive real transition costs case. First of all, our goal is to 

reduce the game network to the positive real transition costs case, for avoiding the 

problems that can be encountered when we deals with negative and zero numbers. 

Let us consider a new game 


, defined on stochastic system 
L  with the same final 

sequence of states 
XX  , finite set of states 

VV  , initial distribution of the states 

**


pp   and stationary strategy )()( ll pp 

  of each player l , 1,0  rl . The difference 

between the games 


 and   consists in the way how the transition costs are defined. 

Let ),(min
,

min vucc
Vvu




  be the minimal transition cost in the game  . We define the 

transition costs in the new game 


 in the following way: 

 


Vvucvucvuc ,,11),(),( min  . (1) 

Next, we consider a new game 1 , defined on stochastic system 1L  with the same final 

sequence of states XX 1 , finite set of states VV 1 , initial distribution of the states 

**

1 pp   and stationary strategy )()(

1

ll pp   of each player l , 1,0  rl . The transition 

costs in the new game 1  are all equal to 1. 

It is easy to observe that the following relation holds:  

,)1( 1

min CcCC   
 (2) 

where 1C  is the outcome of the game 1 , 
C  is the outcome of the game 


 and C  is the 

outcome of the game  . Indeed, we have 

 

   

.)1(1)1(),(

1),(1),(),(

1

min

),(

min

),(

),(

min

),(),(

min

),(

CcCcvuc

cvuccvucvucC

EvuEvu

EvuEvuEvuEvu











 









  

 

2.2 Reduction to the positive rational transition costs case. At this step, our goal is 

to reduce the game network to the case when the transition costs of related stochastic 

system are positive rational values.  
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Similar to the approach elaborated in [4], we will approximate the real cost of each 

transition with a rational number, such that the accuracy for the expectation of the game 

outcome to be less than a given value 0 . 

We consider the game 


, defined on stochastic system 
L  with the same final 

sequence of states   
XX , finite set of states   

VV , initial distribution of the states 

**
  

pp  and stationary strategy )()( ll pp   
 of each player l , 1,0  rl . We define the 

transition costs in the new game 


 in the following way: 

 


Vvuvuvucvuc ,),,(),(),(  , (3) 

choosing the nonnegative value ),( vu  such that  


),( vuc  for each 


Vvu,  and 

      
 CC , (4) 

where the accuracy 0  is given. 

Consider that 

1),(0 *   vu , 


Vvu, . (5) 

We obtain 

 

 

,),(1),(),(

),(),(),(),(),(

1

),(),(

),(),(),(),(

CvuCvuvuc

vuvucvuvucvucC

EvuEvu

EvuEvuEvuEvu









































  

that implies 

      )()(),()),(( 1

*

11 CCvuCvuCCCC 


   . (6) 

If we have  )( 1

* CE , then also the inequality       
 CC  holds. 

Consider an arbitrary value   )(,1min,0 1

* C  . If the natural number s  satisfies 

the condition s10* , then we can chose 

)}),(10{1(10),( vucvu ss
 


 , 


Vvu,  (7) 

and these values verify the relations (3), (4) and (5), where by }{a  is denoted the fractional 

part of the arbitrary real number a . From relations (3) and (7) we obtain 

  ,,),),(101(10),(   


Vvuvucvuc ss

 (8) 

where by  a  is denoted the integer part of the arbitrary real number a . So, in these 

conditions, we can consider     


CECE  with error of approximation  . 

2.3 Reduction to the positive integer transition costs case. At this step, our goal is 

to reduce the game network to the case when the transition costs of related system are 

positive integer values. We will do this transformation by changing the measurement unit, 

i.e. we will multiply each positive rational transition cost ),( vuc 
, 


Vvu, , by  , 

where   is the least common multiple of the denominators of these rational transition costs. 
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Let us consider a new game *
 , defined on stochastic system *

L  with the same final 

sequence of states 


XX * , finite set of states 


VV * , initial distribution of the states 

**
* 


pp  and stationary strategy )()(

*

ll pp 


 of each player l , 1,0  rl . We define the 

transition costs in the new game *
  in the following way: 

** ,),,(),(


Vvuvucvuc   . (9) 

In this way, we will have *),(* 


vuc , *,


Vvu  . We obtain 

  



  






CvucvucvucC
EvuEvuEvu


),(),(),(

),(),(),(
**

** , 
(10) 

that implies *

1


CC 


. 

2.4 Players’ states synchronization. Next step prepares the transition costs for 

extended network method application. It is necessary that, the application of extended 

network method do not change the player who acts in the state v  at each transition ),( vu . 

From this reason, we will ensure that, after this transformation, each positive integer 

transition cost is congruent to 1 modulo r , where r  is the number of the players. 

Let us consider a new game f , defined on stochastic system fL  with the same final 

sequence of states *
XX f  , finite set of states *

VV f  , initial distribution of the states 

**
*

pp f   and stationary strategy )()(
*

ll

f pp


  of each player l , 1,0  rl . We define the 

transition costs in the new game f  in the following way: 

ff Vvuvucrvuc  ,,1),(),( *
, (11) 

i.e. we apply the function **:  f , 1)(  rttf , to each positive integer transition cost.  

In this way, we will have *),( vuc f
 and )(mod1),( rvuc f  , fVvu  , . Also, 

  11

),(),(),(

*

*

** ),(1),(),( CCrCvucrvucrvucC
EvuEvuEvu

ff

ff

 






, 
(12) 

that implies  
1

1
* CC

r
C f 


. 

 

3. EXTENDED NETWORK METHOD 

 

3.1 Reduction to the unit transition costs case. At this step, our goal is to reduce the 

game network to the case when the transition costs of related stochastic system are equal 

to 1. Similar with approach presented in [5], we will do this transformation by applying 

extended network method, i.e. each edge ),( vu  with positive integer transition cost 

),( vuc f  will be replaced with ),( vuc f  edges with unit transition cost, fVvu  , . In this 

way, the total transition cost from arbitrary state fVu  to another state fVv  will not be 

changed, it is necessary only to ensure that also the transition probability from the state u  to 

the state v  will remain unchanged after extended network method application. 
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Let us consider a new game ext , defined on stochastic system extL  in the following way. 

For each state fVv  we choose the state fVu  such that ),(max),(
)(

vzcvuc f
vVz

f
f


 , where 









 





1

0

)( 0),()(
r

l

l

fff vzpVzvV . We split the transition ),( vu  in ),( vuc f  unit transitions 

using the new states vvuzvuzvuzvuzuvuz vucvuc ff
  ),();,(;);,();,(;),( ),(1),(210  . If 

1),( vuc f , then the stationary strategies )(l

fp , 1,0  rl , are updated in the following way: 

 

1. new rows and columns, filled with zeros, that correspond to intermediate states 

),( vuz j , 1),(,1  vucj f , are added; 

2. the element )),(),,(( 1

)( vuzvuzp jj

l

f 
 is set to 1, 1),(,1  vucj f ; 

3. the element )),(,( 1),(),(

)( vuzzp vzcvuc

l

f ff   is set to ),()( vzp l

f
 and, after that, the element 

),()( vzp l

f
 is set to 0, for each )(vVz f

  that satisfies the inequality 1),( vzc f . 

 

We consider 0)),((* vuzp jf
, 1),(,1  vucj f , because the game cannot be started from 

one intermediate state. The final sequence of states becomes 

 

.)),,(,),,(),,(

,

,),,(,),,(),,(

,),,(,),,(),,(,(

11),(1211

3321),(322321

2211),(2122111

1

32

21

mmmxxcmmmm

xxc

xxcext

xxxzxxzxxz

xxxzxxzxxz

xxxzxxzxxzxX

mmf

f

f



















 

 

So, if we put all these things together, we obtain that the new game ext  is defined on 

stochastic system extL , with a finite set of states extV , final sequence of states extX , an initial 

distribution of the states 
*

extp  and stationary strategy 
)(l

extp  of each player l , 1,0  rl , 

defined in the way described above. Also, each transition cost in this stochastic system is 

equal to 1. This implies that the outcome extC  of the game ext  is 

f

Evu

fext

EvuEvu

extext CvucEvucC
fextext

 
 ),(),(),(

),(1),( , 
(13) 

that implies extf CC  . 

3.2 Expectation of game outcome. Next, we will summarize the results obtained 

above. We have the following formula for calculating the outcome C  of the game  : 

 

.
1

1
1

)1()1(

)1(
1

)1()1(

1

min

1

min1
1

min1

1

min

1

min

1

min
*

C
r

cC
r

Cc
r

CC
Cc

r

CC

CcCCcCCcCC

ext
extf

















 









 

 

So, the expectation of the outcome C  of the game   is 
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)(
1

1)(
1

)( 1

min C
r

cC
r

C ext   










. (14) 

The values )( extC  and )( 1C  can be determined using the algorithm developed in [2], 

because the both games ext  and 1  are defined on stochastic systems with unit transition 

costs (which, in particular case, can be considered as unit transition time). 

3.3 Win probabilities of the players. From the definition of the win probabilities of 

the players, it is easy to observe that they depend only on the network structure and the 

transition probabilities of the stochastic system on which the game is defined. Indeed, if 

we consider that each transition time in the game   is equal with 1, and T  is the 

duration of the game  , then the win probability )(lw  of the player l , 1,0  rl , is 

given by the following relation: 







0

)( )())(mod(
k

l lkTPrlTPw  , 1,0  rl . (15) 

So, the win probabilities of the players do not depend on the transition costs. The win 

probabilities of the players in the game   are the same as the win probabilities of the 

players in the game 1 , that can be found using the algorithm from [2]. 

 

CONCLUSIONS 

 

The purpose of this paper was to generalize the problem of determining the 

expectation of the game outcome for the case when the transition costs are real. The 

elaborated approach is based on extended network method, that allows us to reduce the 

real transition costs case to unit transition time case. 

This reduced case was investigated in [2] and algorithms for determining the 

expectation of the game duration (outcome) and win probabilities of the players were 

developed. So, solving the problem for the unit transition time case and performing the 

transformations presented in this paper, we obtain the solution of the problem in the 

general case, when the transition costs are real. 
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